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Nomenclature

Symbols

A area

C', pressure rise coefficient

c.V axial rotor chord length

k thermal conductivity

L axial gap spacing

MrI relative Mach number

th mass flow rate

nblades number of rotor blades

p pressure

pA stagnation pressure

R ideal gas constant

r radius

i;W vorticity-weighted radius

s entropy

T temperature

T, stagnation temperature

TR stagnation temperature ratio

t time

U mean axial velocity

u velocity or axial velocity component

v tangential velocity component

W blade pitch

x axial direction

y tangential or pitch-wise direction

cc Flow angle

(5* displacement thickness

0b shock angle

F circulation



ii

y ratio of specific heats

q adiabatic efficiency

2 trailing edge blockage

0 momentum thickness

0* energy thickness

p density

r,Y stress tensor

r time period

rotor rotational speed

Wo vorticity

Subscripts

E free stream condition

ref reference conditions

I blade-row inlet

2 blade-row exit

2D two-dimensional geometry

0 Tangential component



1.0 Summary

1.1 Introduction and Obiectives

This document constitutes the final report on a research program on "Performance
Limiting Flow Processes In High-Stage Loading High-Mach Number Compressors"

The objectives of the research program are:

(1) to determine the impact, on efficiency and peak pressure rise potential, of flow
processes in high-stage loading, high Mach number (HLHM) compressor stages.

(2) to quantify the conditions at which the above processes of entropy and flow
blockage generation lead to a marked increase in sensitivity to geometrical and
operational changes.

Two specific flow processes are of interest for the flow regimes encountered in HLHM
compressor stages. One is the interaction between shear layers from one blade row and
the shock systems from a downstream blade row. The second is the enhanced influence
of unsteadiness, from adjacent blade rows on leakage flow at rotor or stator end gaps.
Thus the phenomena which need to be examined are not only local to a given blade row
(and can thus be viewed in a steady manner) but also depend on the coupling between
blade rows in an inherently unsteady manner. It is also suggested that for the flow
regimes unique to HLHM compressors the effects associated with these flow processes
interact strongly enough that they cannot be superposed

1.2 Research Abstracts

In high-stage loading high-Mach number compressors, counter-rotating pairs of discrete
vortices are shed at the trailing edge of the upstream blade row at a frequency
corresponding to the downstream rotor blade passing frequency. This is a consequence of
an alternating change in blade loading caused by the passage of shocks or compression
waves emanating from the downstream rotor. While this effect is present at any Mach
number the combination of high loading and high Mach number mean that the
attenuation of the rotor pressure field with upstream distance is much less than at either
lower loading or subsonic Mach numbers, i.e., the upstream extent of rotor influence is a
generic feature for HLHM compressors. Computations and physical arguments have
shown that the pitchwise location at which these discrete vortices enter the rotor passage
has a substantial impact on the rotor performance, for example work input and entropy
(loss) generation. The features of the effect have been characterized by a reduced
frequency parameter defined as the ratio of convective time for the vortex to travel from
trailing edge of the upstream blade-row to the leading edge of downstream rotor to vortex
shedding time (rotor blade passing time). Thus a change in inter-blade-row spacing, rotor
wheel speed, through-flow velocity in the intra-stator/vane-rotor gap, rotor pitch, and
shock angle would result in rotor performance change. The flow in a two-dimensional
diffuser subjected to a wake and jet is used to provide a physical context explaining the
response of the rotor performance to the discrete wakes. This provides a more direct
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avenue for establishing the scaling of rotor performance change, appropriately non-
dimensionalized, in terms of the reduced frequency, Mach number, and characteristics of
discrete vortices (i.e. its strength and size).

2. 0 New Findings And Accomplishments

The new findings and accomplishments are delineated in the following:

" A general framework and computational methodology is developed for quantifying
local entropy generation in transonic compressors, even in regions with high spatial
gradients, such as shock waves.

* In HLHM a new mechanism, involving the generation of a pair of counter-rotating
vortices at upstream stator blade trailing by downstream rotor compression wave
system and their interaction, has been identified and quantified for its impact on
performance.

* The impact of vortex trajectory within the rotor passage on rotor efficiency, pressure
rise and work input is determined. A non-dimensional parameter, the reduced
frequency parameter, to characterize the trajectory of the vortices is defined. The
reduced frequency is the ratio between the convective time scale for the vortices to
travel the length of the axial gap between the vane and rotor blade rows, and the rotor
period.

* The time-average response of the rotor performance to the discrete wakes can be
usefully explained in terms of the flow in a two-dimensional diffuser subjected to a
wake and jet.

* A scaling for the time-average response of the rotor performance in terms of the
reduced frequency, Mach number, and characteristics of discrete vortices (i.e. its
strength and size) is established.

" A flow model is developed for estimating the change in rotor performance with intra-
blade row spacing for HLHM compressor stage.

Besides the scientific findings and accomplishments delineated above, the research has
fostered a successful collaboration between the Compressor Aerodynamics Research
Laboratory of Air Force Research Laboratory and the MIT Gas Turbine Laboratory. The
collaboration consisted of: (i) regular semi-weekly teleconference which includes sharing
of ideas and interpretation of computed results as well as useful suggestions on the
research; (ii) AFRL providing computational resources and experimental information;
and (iii) a member of the CARL research team serving on the Doctoral Thesis Committee
of the doctoral student.
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3.0 Technical Background

A strong incentive exists to reduce airfoil count in aircraft engine core compressors. One
driver for this is the desire for affordability (the first A in the Air Force acronym VAATE
- Versatile, Affordable, and Advanced Turbine Engine). A basic constraint on blade
reduction is seen from the Euler turbine equation, which shows that, although a design
can be carried out in different ways to obtain increased stagnation enthalpy rise, and
hence pressure ratio, with fewer blades or fewer blade rows, one must increase blade
loading and/or wheel speed. For the largest impact both loading and wheel speed must
increase, with the consequence that the regime of operation consists of highly loaded
blades at transonic Mach numbers. In this regime, however, substantial difficulties have
been encountered in obtaining efficient performance at design, let alone the additional
constraints of doing this with compressed development time.

A further dimension to the problem is that it is essential to not only obtain appropriate
design point efficiency but also to retain this efficiency in response to geometric and
operational variability. Put another way, the machine should have a gradual fall-off in
performance with changes from the nominal geometry (from wear as well as from
manufacturing variability), rather than a sharp drop-off. This is difficult to achieve at
conditions of high loading and high Mach number. Addressing the fluid dynamic
difficulties of these highly loaded, high Mach number' (HLHM) compressor stages is a
key aspect described in this report.

The above is a very broad statement and we need to state with more precision what is
meant. At one level, some of the key technical issues in designing blading for such stages
may be viewed as well known. For example textbooks on compressors (Cumpsty, 1989)
show narrowing of the incidence range for low loss operation as the Mach number
increases. The sensitivity of the flow conditions in a channel-to-channel area ratio when
the Mach number is near unity is also understood. These are severe constraints which
characterize the regime of interest.

To put this in another way, from basically one-dimensional (or meanline) descriptions,
one can see high sensitivity to deviations from design intent for multistage HLHM
compressors. What one cannot see from such descriptions, and what is not well-defined
in quantitative (and in some cases, qualitative) terms, are the different effects which arise
from blade row coupling (i.e., blade row interaction) and which can become of import in
this flow regime. The research results presented and discussed would thus center on
defining: (i) what specific features of blade row coupling are important for HLHM
compressors, (ii) what is their quantitative importance, and (iii) what are the basic
dynamic scalings that capture this importance.

Figure 3.1, which categorizes compressor design in terms of Mach number versus design
point stage loading provides a venue for discussion. Four categories of compressor stages

' By high Mach number stage we mean core compressor stages that operate at conditions with the flow
supersonic over most of the span in a flow regime in which the properties of the passage flow are sensitive
to small changes in inlet or exit conditions.
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are shown, from low-loading, low-speed (type 1) to HLHM (type 4). Categories 2 and 3
are notional, and we thus contrast types I and 4 in terms of blade row coupling and
effects on performance. For compressors in flow regimes represented by type 1 (and
presumably to a large extent for types 2 and 3) the effects that have to do with multiple
blade rows have been addressed and quantified. For example, Smith (1993) states that
"multistage turbomachines have increased performance when the axial gaps between
blade rows are reduced", presents a mechanism for a major part of this increase

(4)
(2) Low Design

Confidence;
Difficult to execute

Z

(1) (3)
High

Confidence

Design point loading

Figure 3.1: Notional classes of compressor design in Mach Number vs design point loading space.

(reversible work transfer to a wake as it passes through a succeeding blade row and
consequent decrease in mixing losses) and quantifies the effect with a simple model.
Computations on this point (Valkov and Tan, 1999) show agreement with this idea. The
effect of tip leakage flow on succeeding stages has also been quantified for this regime
(Valkov and Tan, 1999; Sirakov and Tan, 2003). For such stages, therefore, the effects
have not only been addressed to a large extent, but their effect on machine performance
has been estimated.

The observation, however, is that this situation is not true for compressors in flow
regimes of type 4. The difficulties that the technical community has experienced in
implementing designs in this regime is one indication. A further indication may be seen
in the data in Figure 3.2 (Hetherington and Moritz, 1977), which shows performance from
a multistage compressor at two speeds. The data are for two different blade spacings. At
the lower speed there is a slight increase in efficiency and pressure rise at the smaller
blade spacing in agreement with the computational simulations referred to above and
with other low speed experimental results (Smith, 1970; Mikolajczack, 1977). At the
higher speed shown, however, there is a decrease in performance with the smaller
spacing, i.e., a qualitatively different behavior. Further the magnitude of the change is
much larger than at the lower speed.

One plausible reason for the qualitative change is simply that there are new effects that
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occur at high speed. An example 2 is unsteady interaction of shock systems with shear
layers (e.g. shocks propagating upstream from a rotor which affect the behavior of shear
layers both within and downstream of the stator row). This mechanism has been shown to
result in the thickening of the shear layers, increase in flow blockage (analogous to
boundary layer displacement thickness), and consequent additional entropy generation
and lowering of efficiency (Gorrell and Okiishi, 2003; Gorrell et al., 2003).

90

85
; m

8000 ICESDAXIAL GAP "

- --a.---- NORMAL AXIAL SPACING

0 3.5 --- 4 NOTE:-
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Figure 3.2: The effect of axial spacing on the performance of a 4-stage high pressure
compressor (Hetherington and Moritz, 1977).

There is another, and different, cause that can be suggested, however. This is the
interaction of several phenomena, which are understood in isolation but whose combined
effect can give rise to qualitatively different behavior at high Mach numbers and loading.
At Mach numbers near unity, the influence of even small changes in flow area (A/A*)
and stagnation pressure is marked 3; small changes in blockage or loss affect not only a
particular blade row but can also cascade through a core compressor to alter the stage
matching in a major way. Put another way, in the flow regimes of interest, apparently
small changes in either flow blockage and/or loss can have a major influence on the mass
flow capacity, the stage matching, and thus the performance of such machines. As such,
the understanding, empiricism, and guidelines which apply well to machines of lower
Mach number and loading may not apply to HLHM compressors.

The category of unsteady aerodynamic effects is of this type. In terms of performance
their time mean impact enters as a quadratic non-linearity through terms such as (uu')

2 This is only one example and not necessarily the root cause of the difference in Figure 2.
' For example, at a Mach number of 0.9, a change in area of less than 1% causes the flow to choke.
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where u' is a typical velocity variation and the overbar denotes a time average. Even for
large velocity variation magnitudes (10%), the time average effects will be only of order
1 %. The stiff behavior of transonic flow, however, means there is leverage to create
much larger variations in Mach number and flow angle. Further, the pressure
fluctuations imposed on an upstream row (by a downstream row) are enhanced as the
Mach number rises or the blade loading increases; not only the ability to alter the flow,
but also the forcing that is applied, increases.

The research presented in this document is aimed at resolving aspects of unsteady
phenomena that impact, in a substantive manner, the performance of high stage loading,
high Mach number (HLHM) compressors. This document is organized as follows. We
first described the overall approach and framework taken for addressing the scientific
issues; here we will also present results from work by Gorrell et al. (2003) to demonstrate
the adequacy of the tools used and of the AFRL research compressor as the HLHM
compressor. Computed results on the selected HLHM compressor are presented to
illustrate how a new physical mechanism (that involves unsteady interactions between
blade-rows in HLHM compressor) is discovered. The thought process and the steps taken
to quantify the impact of the newly discovered mechanism on rotor performance are next
described; these entails designing and implementing additional computational
experiments so that the causal link between rotor performance change and the physical
mechanism can be established on a rigorous basis. A steady flow model that captures the
time-average impact of the new physical mechanism is developed followed by using it to
establish the basic fluid dynamic scalings that characterize the effects of coupling
between blade rows. Finally we state the main conclusions and implications of the
research.

4. 0 Research Questions and Technical Approach

The specific research questions that were addressed are:
I. What flow changes are due to unsteady interactions between shock waves and

shear layers (viscous layer on solid surfaces, wakes)?
2. How are these changes connected to: (i) peak efficiency and (ii) peak pressure rise

of HLHM compressors (i.e. what is the impact of high loading and high Mach
number on efficiency potential and why, in the sense of what mechanism is
responsible, does this occur)?

3. What are the basic fluid dynamic scalings that characterize the effects of coupling
between blade rows?

4. What levels of model are needed to appropriately capture these effects on the
performance HLHM compressors?

The approach taken consists of assessing physical information at three different levels:
i) Detailed unsteady flow processes within the blade rows,
ii) Consistent assessment of the time-mean footprint of these processes, and
iii) Impact on overall stage characteristics (efficiency and peak pressure rise
capability).
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There are many different length and time scales in turbomachines, with a corresponding
spectrum of unsteady processes. Assessing information at these three different levels
enables us to determine which of these are important, and to define explicit causal links
between flow details and overall metrics - this in essence is a key aspect of the overall
framework of approach.

The unsteady three-dimensional flow at the rotor-stator blade passage level includes
details of flow processes such as unsteady interactions of shear layers (wakes and viscous
layers) with shocks, and unsteady fluctuation in the leakage flow in response to flow
unsteadiness from adjacent blade rows. Of interest here are local regions of entropy
production, as well as regions in which the flow changes are such as to cause additional
entropy increase downstream. At this first level the fluid mechanic processes are most
visible but their effect is not.

The second level is thus assessing the time-mean footprint of the unsteady processes.
While the time-average flow can be computed from the unsteady three-dimensional flow
via time-averaging over several cycles of blade-passing time periods, to determine the
time-average impact of the unsteady interactions we need to define an analogous steady
flow to which the time-average flow can be compared4 . One can think of this
comparison, posed in a consistent manner, as asking the question "How would the flow
be different if the unsteadiness were absent?"

The third level of information is essentially the overall blade row performance quantities
such as efficiency and flow blockage (a measure of the degradation in the pressure rise
capability of the blade passage). Efficiency can be directly linked to the entropy
production (or the potential entropy production, for example in non-uniformities that are
not yet mixed out). Procedures for extracting normalized flow blockage across a blade
passage have been developed and used in the work reported by Khalid et al. (1999) on tip
clearance flow, Shum et al. (2000) on centrifugal impeller-diffuser interaction, Sirakov
and Tan (2003) on unsteady wake and tip clearance blade effects on stator performance,
and by Shabbir and Adamczyk (2004) for casing treatment operation. Comparison of the
normalized blockage and entropy increase extracted from the time-average flow to that
from the equivalent steady flow enables direct identification of the impact of specific
flow processes. In sum, the progression through these different levels provides a means
of (and a traceability for) identifying the flow features that set the achievable stage
efficiency and pressure ratio.

Numerical calculations have been implemented to: (i) answer the above research
questions; (ii) determine the entropy generating mechanisms responsible for the change

4 There is no unique way of defining an "equivalent" average steady flow from an unsteady flow field (or
an equivalent one-dimensional average from a spatially non-uniform flow). There are five conservation
principles (mass, three momentum, and energy) so that the averaging process necessarily means that some
variables will not be captured. For example, if each variable of interest is time-averaged separately, the
resulting averaged steady flow field is inconsistent; the average stagnation pressure from the unsteady
solution is different than the stagnation pressure calculated from the averaged Mach number and static
pressure. There are, however, approaches which retain the features that are most relevant (Greitzer et al.,
2004].
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in compressor performance with axial blade-rows spacing. The numerical calculations
consist of sets of three-dimensional and two-dimensional unsteady simulations of flow in
a HLHM compressor stage described in Gorrell et a/.(2003, 2005).

The computational fluid dynamics (CFD) code used for the numerical simulations is
described in Section (4.1) and the HLHM compressor configuration in Section (4.2).

4.1 Numerical Tool

Numerical simulations were conducted using MSU Turbo Version 4.1 [Chen el al.
(2001 )], an unsteady, three-dimensional, viscous code that solves the Reynolds Averaged
Navier-Stokes (RANS) equations. The equations are solved in the reference frame of
each blade row. The code employs a finite volume solver, with a k-e turbulence model.
Communication between blade rows in their respective reference frames occurs across a
sliding plane that interpolates information from one blade row to the other.

To reduce computer time and memory required to perform the numerical experiments,
temporal phase lag boundary conditions were used [Erdos et al. (1997), Chen et al.(1 994,
1998), Wang et al.(2004)]. Temporal phase lag boundary conditions rely on the
assumption that the flow field associated with two interacting blade rows has a temporal
periodicity related to the blade count of the blade rows. More specifically, the flow field
within the blade passage will repeat itself every time the relative position of the adjacent
blade row is the same. The phase lag approximation permits the replacement of a full
wheel or spatially periodic computation by a single blade passage within each blade row.
The compressor stage used (see Section (4.2)) has 24 stator and 33 rotor blades. If
periodic boundary conditions were used, a sector with 8 stator blades and 11 rotor blades
would be required, implying much more computational time and computer memory than
simulations with the temporal phase lag approximation. Using the phase lag
approximation, a full wheel can be constructed at any instant in time using the computed
flow field of the individual passage from previous instants in time. Details of the full
wheel reconstruction are given by Wang and Chen (2004).

An assumption associated with the use of phase lag boundary conditions is that the lowest
frequency of any important unsteady phenomenon is the blade-passing frequency of the
adjacent blade row. For example, vortex shedding, rotating stall, or flow separation that
is at a lower frequency than the blade passing frequency would not be captured. Use of
the phase lag boundary condition is an appropriate approximation for unsteady blade row
interactions where the frequency of unsteadiness in one blade row is dominated by the
adjacent blade row passing frequency. The results from phase lag computations and
experiment have been compared in the work by Gorrell et al.(2005), and the phase lag
approximation captured the flow features that arise from the blade row interactions,
including the vortex shedding from the inlet guide vanes due to the impingement of the
rotor shock on the vane.

Uniform stagnation pressure and temperature are specified at the inlet of the
computational domain. For three-dimensional simulations, at the exit of the
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computational domain, the static pressure at the hub is specified, and simple radial
equilibrium is used to specify the radial distribution of static pressure. For the two-
dimensional simulations, the static pressure is specified at the exit. The convergence
criteria was that the time-averaged mass flow rate at the vane row inlet and at the exit of
the domain were within 0. 1% of each other, and that the efficiency and mass flow were
periodic with blade passing frequency.

MSU Turbo solves the flow field using primitive variables at cell centers. The MSU
Turbo output data is therefore chosen to be the values at the cell center. Visualization of
the output was accomplished with the post processing codes developed at the MIT Gas
Turbine Laboratory by Villanueva (2006).

4.1.1 Time Discretization and Time-Averagin.

The number of time steps for each blade period was chosen based on the desired temporal
resolution of the blade row interactions. The frequency of unsteadiness within one blade
row is determined by the blade passing frequency of the adjacent blade row, and
resolving twenty harmonics of the blade passing frequency should well capture the flow
features deriving from unsteady blade row interactions, including vortex shedding.
According to Nyquist's theorem, a harmonic must be sampled at least twice per cycle in
order to be resolved, so 40 samples were taken for one blade-passing period. In the
vane/rotor configuration studied here, the rotor blade passing frequency in the vane
reference frame is higher than the vane blade passing frequency in the rotor reference
frame. The vane blade row simulation employed a time increment equal to 1/4 0 h of the
rotor blade passing period, so the vane blade row is resolved in 40 time steps and the
rotor blade row is resolved in 55 time steps (based on the vane to rotor blade ratio of
8:11).

Within the MSU Turbo code, specifying a small number of time steps requires more
iteration at each time step to reach convergence; more time steps means less iteration.
The number of time steps chosen was based on experience gained in the simulations
conducted by Gorrell (2006), and is given in Table 4.1. By choosing a larger number of
time steps, the solution of the flow field captures more harmonics than required,
achieving greater accuracy.

Instead of time-averaging over one blade period using the computed results at every time
instant (based on the number of time steps per period in Table 4.1), the unsteady flow
field signature is captured up to the twentieth harmonic of the blade passing frequency.
The vane blade row is time-averaged over 40 time instants and the rotor over 55 time
instants, both at increments of four time steps apart. In the two-dimensional
computations, the vane to rotor blade ratio is simplified to 2:3 (as will be discussed in
Section 6.2), and the rotor is averaged over a total of 60 time instants.
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4.2 HLHM Compressor Stage: AFRL Stae Matchipz Investigation Compressor

The HLHM compressor stage geometry is based on that used in the AFRL (Air Force
Research Laboratory) 'Stage Matching Investigation' (SMI) rig shown in Figure 4.1; it is
designed to study changes in performance with variations in axial blade row spacing for a
highly-loaded, high Mach number compressor. The rig consisted of three blade rows: a
wake generator or inlet guide vanes (IGV), a rotor and a stator. It was also run as a vane
and rotor-only combination [Gorrell et al. (2003, 2005)]. The latter configuration is
studied for two axial blade row spacings, denoted as "close" and "far", and given in
Table 4.2.

Table 4.1: Number of time steps per period used in MSU Turbo Code.
Blade row 3D Simulations 2D Simulations

Vane 220 240
Rotor 160 160

Wake Generator Rotor Stator

.. / U

Far Mid Raes
CloseRa e

Figure 4.JP Stage matching investigation (SMI)rig layout (Gorrell et al., 2003).

Table 4.2: Axial blade row spacing L for close and far configurations, normalized by the
axial rotor chord length cx.

Spacing L/c, (mean) L/c, (hub) L/c, (tip)
Close 0.22 0.13 0.27

Far 0.86 0.80 0.95

The straight vane blades are designed to emulate the typical loss profile from a front
stage stator in a high speed axial compressor. Details of the vane design are given by
Chriss et al. (1999). The aerodynamic design parameters for the rotor are given in Table



11

4.3. The rotor tip clearance is 0.6% of the chord. The ratio between the number of vanes
and rotor blades is 8:11.

Table 4.3: SMIAerodynamic Design Parameters [Gorrell et al. (2003)].
Parameter Rotor

Number of blades 33
Aspect Ratio (average) 0.961
Inlet Hub/Tip Ratio 0.750
Tip speed, corrected m/s 341.37
RPM 13509.0
Mrei LE Mr, Hub 0.963
Mrei LE Tip 1.191
LE Tip Dia., m 0.4825

The grid was created using the Average Passage Grid (APG) generator of Beach (2003).
Gorrell et al. (2003) have determined that the grid provides sufficient resolution to
capture the vortex shedding by comparing the numerical results to DPIV measurements
[Gorrell et al. (2005)], and their grid was used for the calculations described here. The
number of grid points for both the vane and rotor are given in Table 4.4. Additional
details of the grid are provided by Turner et al. (2005).

Table 4.4. Number of grid points in axial, radial and pitch-wise directions for the three-
dimensional calculations.

Blade row Axial Radial Pitch-wise
Vane close 138 71 61
Vane far 71 61

Rotor 189 71 81

As was noted in Section (3.0), Gorrell et al. (2003) examined the effect of blade row
spacing on performance for an axial vane row/rotor configuration. Specifically
experiments were performed using SMI rig for three different inter-blade row axial
spacings, having a mean (hub-to-tip) value of 13%, 26%, and 55% of the vane chord
[Gorrell et al. (2003)]. The experimental measurements in Figure 4.2 show that the
pressure ratio and efficiency are consistently lower for the close spacing than for the far
spacing. The pressure ratio and efficiency were based on measurements at the inlet and
at an exit plane 0.9 axial rotor chords downstream of the rotor trailing edge. Gorrell et al.
(2003) inferred from the SMI rig measurements that choking mass flow rate, pressure
ratio and efficiency all decreased as axial spacing was reduced [Gorrell et al. (2003)].

Unsteady CFD simulations (using MSU Turbo [Chen et al. (2001)]), conducted for the
closest and farthest spacings of the SMI rig, enabled identification of a loss generating
mechanism within the vane row passage [Gorrell et al. (2003)]. Oblique shock waves
that originate from the rotor intersect the upstream vane row as they sweep past, giving
rise to shock waves that propagate upstream along the vane surface, as shown in Figure
4.3. In the closer blade row spacing, the shock wave becomes perpendicular to the flow
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direction and forms a normal shock, giving a higher entropy increase than for an oblique
shock (Figure 4.3a). For the farther blade row spacing, the rotor shock is a weak
compression wave at the vane trailing edge, and there is no normal shock in the upstream
vane passage (Figure 4.3b)

g7 -
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85
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. ROTOR ALONE 24WG CLOSE SPACING

-4-- ROTOR ALONE 24WG FAR SPACING
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1 88
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Figure 4.2: Vane/rotor-only performance from experiment, 100% speed [Gorrell
(2001)]. Both pressure ratio and efficiency decrease as blade-row spacing is reduced
from 0. 86 ("far') to 0. 22 ("close ") axial rotor chord length.

expansion wave

shock wave

-- " nonnal 
1 --

-- shock

(a) (b)

Figure 4.3: Comparison of wave configurations between the (a) closest and (b) farthest
blade row spacing used in the SMI rig.
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The entropy increase, from the inlet to the vane row trailing edge plane, was 12% higher
for the closest blade row spacing configuration than for the farthest spacing at the same
mass flow rate. Gorrell et al. (2003) attributed the additional entropy increase by the
vane trailing edge to the normal shock in the reduced spacing, but a direct link between
the two was not made. Furthermore, the entropy rise from the normal shock alone was
not compared to the total shock losses or to the overall losses for the stage to determine if
the normal shock was the main source of the difference in entropy generation for the
different blade row spacings.

The efficiency, mass-averaged total pressure ratio, and mass-averaged total temperature
rise, obtained from the CFD simulations, for the two configurations at the same corrected
mass flow, are given in Table 4.5. The adiabatic efficiency r7 is calculated as:

TR exp- Y 1
( R (4.1)

where the stagnation temperature ratio TR and entropy rise As are mass- and time-
averaged over the selected measurement plane. The stagnation temperature rise,
stagnation pressure ratio, and efficiency are lower for the close spacing configuration
than for the far spacing configurations; the computed trend is thus in accord with the
measured trend.

To summarize the AFRL SMI compressor stage can be used to addressing the research
issues of relevance to the HLHM compressor and the MSU Turbo is an adequate
computational tool for simulating unsteady three-dimensional flow in the AFRL SMI
stage. The central theme of research presented here is on unsteady flow features
downstream of the rotor leading edge that impact compressor perfromance; this is in
distinct contrast to previous work [Gorrell et al. (2003)] on examining unsteady flow
features upstream of the rotor leading edge.

Table 4.5. Mass flow rate, mass-averaged total temperature rise, mass-averaged total
pressure ratio, and adiabatic efficiency from three-dimensional calculations for far and
close spacing configurations. Exit values are time-averaged on a plane 0. 9 axial rotor

chords downstream of the rotor trailing edge.
Spacing Mass flow Mass-averaged Mass-averaged Efficiency q

(kg/s) Tt rise ph ratio
Close 14.89 0.221 1.846 0.891

Far 14.89 0.219 1.872 0.897

4.3 Overall Summary ofApproach

The MSU Turbo is used to simulate three-dimensional unsteady flow field in the AFRL
SMI compressor stage based on the grid and/or additional modifications of the grid
provided by Gorrell (2001) for different vane-rotor axial spacing and different rotor tip
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clearances. Post-processing techniques have been developed to provide a quantitative
means for identifying the flow processes that set the achievable efficiency and pressure
rise capability. This entails processing and interrogating flow field at the three different
levels discussed at the beginning of this section: (i) detailed unsteady flow processes
within the blade rows; (ii) consistent assessment of the time-mean footprint of these
processes in terms of loss generation and flow blockage generation; and (iii) impact on
overall stage characteristics (efficiency and pressure rise capability).

As an illustration consider assessing the flow fields for two configurations (e.g. the far
spacing versus the close spacing) to determine, for instance the difference in entropy
generation. To identify the cause for this difference, we compute the local dissipation
function [Greitzer, et aL (2004)]

a +I a k I (4.2)
T ax Ta x, ,

(r. denotes the stress tensor, k the thermal conductivity, u, the velocity component, T the
temperature, and x, the co-ordinate) which appears on the right hand side of the transport
equation for entropy s [Greitzer, et al. (2004)] (see equation (5.3) below). The
distribution of dissipation allows the dominant loss mechanisms to be identified (i.e. what
flow process is responsible for the observed high dissipation and or difference in
dissipation between the two configurations?). A hypothesis on the causal link between
the flow process and the loss generation can then be formulated. Additional numerical
experiments (which could be two-dimensional unsteady calculations and/or even steady
state calculations depending on the hypothesized physical process) are designed and
implemented to prove the formulated hypothesis as well as to establish the scaling in
terms of the relevant key controlling parameters.

It will be shown in Section 5 to 8 that the interrogation of results from unsteady three-
dimensional simulations of flow in the HLHM compressor stage first leads to the
formulation of a hypothesis. A set of well-designed unsteady two-dimensional
computational experiments is used to assess the hypothesis. The time-average response of
the rotor is also assessed using steady-state computations of a flow model for the
compressor stage. Then the flow in a two-dimensional diffuser subjected to a wake and
jet is used to provide a physical context explaining the response of the rotor performance
to the discrete wakes from upstream blade-row. The flow model is used to establish the
scaling of rotor performance change in terms of the key controlling parameters. Finally
the findings extracted from two-dimensional computational experiments and flow model
are used to estimate the bounds of the impact of unsteady IGV-rotor interactions on rotor
performance change in the three-dimensional flow situations.

In the next Section the far spacing and the close spacing configurations described above
are further assessed to determine where the differences in entropy generation arise.
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5. 0 Quantification of Sources for Entropy Generation

The differences between the performance for the "close" and "far" configurations, as
determined from three-dimensional computations, were described in Section 4.2. Gorrell
et al. (2003, 2005) described two possible mechanisms to explain the lower performance
in the close spacing configuration compared to the far spacing. The first was the oblique
shock increasing in angle (towards the direction perpendicular to the free stream) inside
the vane row [Gorrell et al. (2003)]. The second was the entropy associated with the shed
vortices as they are formed at the vane trailing edge when the blade row spacing is
reduced [Gorrell et al. (2005)].

Gorrell et al. (2005) have employed CFD simulations with a more refined grid, as well as
Digital Particle Image Velocimetry (DPIV) measurements to examine the discrete
vortices shed at the vane trailing edge that exist because of the interaction between the
rotor shock and upstream stationary blade row. Within one rotor passing time, two
discrete counter-rotating vortices were found to be shed at the vane trailing edge. The
formation of these vortices can be explained as follows. When the rotor shock intersects
the vane trailing edge, a pressure gradient is established along the surface of the blade,
resulting in a flux of vorticity from the wall into the fluid, and a net circulation
established around the blade. The vorticity generated on the vane is shed from the
trailing edge to form a vortex. As the rotor shock moves past the vane trailing edge, the
pressure gradient along the vane decreases, as does the net circulation, and a discrete
vortex with opposite circulation to the previous one is shed. A vortex street which is
"locked" to the rotor passing is thus formed downstream of the vane trailing edge.

From the above arguments, as the blade row spacing is reduced and there is a stronger
shock impinging on the upstream blade row, there will be a larger pressure gradient and a
larger vane circulation. The length scale associated with the vortices is related to the
blade thickness, and thus, a larger vane circulation results in greater vorticity within the
shed vortices. The shed vortices not only contain more vorticity, but are also observed to
have greater entropy as blade row spacing is reduced.

Gorrell et al. (2005) developed an analytical relation for the shed vorticity as a function
of vane geometry and rotor shock strength which correlated well with their computational
results. The vorticity within the shed vortices is given as:

4 Ap((,tZ _ p*XI (5.1)

In equation (5.1), 9 is the shock angle (see Figure 5.1), Ap/ is the pressure rise across
the shock, j5 is the average of the pressures ahead and behind the incoming shock, th is
the mass flow rate, and 2 is the trailing edge blockage, i.e the ratio of trailing edge
thickness to pitch. A model by Morfey and Fischer (1970) was used to calculate the
shock strength, Ap / p, as a function of rotor Mach number, axial flow Mach number,
and ratio of the axial distance ahead of the rotor to rotor pitch.
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yvane rotor~shock
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Figure 5. 1: Rotor shock impinging on the upstream vane row causing a net loading on
the blade, and the formation of shed vortices.

While the vorticity in the shed vortices was estimated, the entropy generation associated
with the creation of the vortices and the additional losses as they are convected
downstream, however, was not quantified. The loss associated with the vortices was also
not compared to other loss generating mechanisms (such as shock waves) for the stage.

In summary, the entropy generation associated with vane vortices upstream of the rotor
leading edge has not been compared quantitatively with the overall losses for the stage.
In this Section, the dominant source of entropy generation that leads to the performance
differences between the far and close spacing is identified and quantified, using a new
numerical technique to calculate the local dissipation. In addition, a method to isolate
entropy generation within shock waves is also developed.

5.1 Sources of Entropy Generation

To demonstrate where the entropy generation occurs in the two three-dimensional
configurations, the entropy flux at different axial locations is presented in Figure 5.2 .

The close spacing has a higher entropy increase than the far spacing within the rotor and
downstream of the rotor, leading to a lower efficiency for the close spacing. The higher
overall entropy rise throughout the domain for the close spacing occurs despite the fact
that the entropy increase from the inlet of the domain to the rotor leading edge is lower in
the close spacing than in the far spacing configuration.

The inference from the computed results of Figure 5.2 is that the two entropy-generating
mechanisms described above, which occur upstream of the rotor, do not account for the
reduced performance in the close spacing. These two mechanisms imply that the
additional entropy generation in the close spacing occurs upstream of the rotor leading
edge plane. If so, the entropy flux into the rotor would have to be higher into the rotor in
the close spacing. This is not the case.

5 In the figure, it should be noted that the physical distance between the vane trailing edge and the rotor
leading edge is different for the far and close spacings.
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Figure 5.2: Entropyflux as afunction of axial location for far and close spacing.
Entropy values referenced to Pref = 1 atm, Tref = 300K.

To explain the larger entropy increase downstream of the rotor leading edge plane in the
close configuration, the rotor shock and the shed vortices are examined. Losses
associated with the shed vortices as they convect downstream have not previously been
assessed. Figure 5.3 shows entropy contours from numerical simulations for far and
close spacings at the mid-span radius. Entropy is non-dimensionalized as TAs/(t/pA)2

and referenced topref= I atm, T,ef = 300K; m is mass flow rate and A the area. In the

close spacing, higher entropy is observed in the vortices at their inception than in the far
spacing, as identified by Gorrell (2001). However, as these vortices move downstream,
they diffuse and interact with the rotor boundary layer and wake, generating additional
entropy. An issue to be addressed is whether the entropy generation associated with the
shed vortices as they move through the blade passage is a major contributor to the total
difference in entropy generation between the far and close spacing configurations.

Shock waves in rotor are another source of entropy generation. The shock wave location
can be highlighted using the velocity divergence field. The continuity equation is:

SDp (5.2)
p DI

ii is the velocity vector and p the density. Regions of compression have a negative value
of the divergence of velocity, and expansion regions have a positive value. Figure 5.4 is
a contour plot of the divergence of velocity at the mid-span for both configurations. The
divergence of velocity is non-dimensionalized by the tip speed (which is equal
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Figure 5.3: Entropy contours at mid-span for (a) far spacing, (b) close spacing. All
plots are of the same scale. The lower contour plots correspond to the boxed regions in
the upper plots, and have 20 evenly-spaced intervals.
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Figure 5. 4. Divergence of velocity contours at mid-span for (a)far spacing, (b) close
spacing. Blue regions describe regions of compression, and red describe regions of
expansion.
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to VyRT7, , where y is the ratio of specific heats and R the specific gas constant) and the
axial rotor chord length. The shock structure is different for the two spacings, and is
more unsteady with the close spacing compared to the far spacing. The entropy
generation within the rotor due to shock waves is quantified below.

5.2 Computation ofLocal Dissipation

In this section, the numerical implementation of the equations to calculate the local
entropy generation is presented. The entropy increase within a specified control volume
is then quantified to determine where differences exist between the close and far spacing
configurations.

The rate of entropy change of a fluid particle is:

PDs =I Oj u, ,I a (k T (.3

Dt T ax, Ta x ax,)

The two terms on the right-hand side of equation (5.3) represents entropy changes due to
viscous effects and heat transfer, respectively. The former is irreversible, but the latter
includes both reversible and irreversible changes. All irreversible processes in this report
will be referred to as dissipative processes, where entropy generation is equivalent to lost
work. The "physical dissipation" will be defined as the entropy generation due to the
action of viscosity and irreversible heat transfer, calculated from the gradients in velocity
and temperature. For a control volume encompassing the rotor shock waves, as in Figure
5.5, reversible heat transfers across the control surface are negligible compared to entropy
generation within the control volume. Therefore, the physical dissipation should
(theoretically) capture the entropy generation across a shock wave.

Figure 5.5: Dashed line represents a control volume around the rotor shock wave
(Q denotes rotor blade speed).

However, a problem arises when the physical dissipation is computed from gradients in
velocity and temperature in the region of the shock wave, because the grid is not dense
enough to accurately compute the spatial derivatives. Therefore, instead of computing the
entropy generation from gradients in velocity and temperature in the right-hand side of
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equation (5.3), the local entropy rise can be computed from the left-hand side of equation
(5.3) directly, which will be referred to as the "computational dissipation," i.e.

a(s_) + V -(,ofs). (5.4)

at
The first term in equation (5.4) represents the time-rate of change of entropy per unit
volume. In the MSU Turbo code, it is calculated using a centered-difference scheme in
time. The second term represents the net entropy flux for each computational cell. This
is computed by interpolating fluid properties to each cell boundary to define the net
entropy flux out of the cell volume at every instant in time.

The computational dissipation allows adequate evaluation of entropy generation in
regions with shock waves because the entropy is calculated from primitive variables,
which are obtained by solving the conservation equations in the MSU Turbo simulation.
In the MSU Turbo code, the numerical scheme includes additional dissipation, other than
the physical dissipation to accurately calculate entropy generation. This additional
dissipation is referred to as "numerical dissipation." The total dissipation (or entropy
generation) is therefore equal to the physical dissipation (computed from the gradients in
velocity and temperature) plus the numerical dissipation (implemented by the code). As
the grid mesh size goes to zero, the numerical dissipation also vanishes.

Using the new definitions for the calculated dissipation, the computational dissipation is
equal to the sum of the physical dissipation, numerical dissipation, and the entropy
changes due to reversible heat transfers across the control surface. As stated previously,
these reversible heat transfers are negligible in the region of shock waves. They are
identically zero if the bounding surface of the control volume of interest is adiabatic.
The computational dissipation, when time-averaged and integrated over a specified
control volume, is equal to the time-averaged net entropy flux out of that control volume.
This is because the first term in equation (5.4) vanishes due to periodicity of the flow
field, i.e.:

I JJ(cs) + V.(pus dV=I JJ(p s). hdAdt. (5.5)
r atr

In Equation (5.5) r denotes the time period, V the control volume, and i the unit vector
normal to control surface A. When the computational dissipation is integrated over a
control volume with an adiabatic surface, the computational dissipation should equal the
entropy generation for that volume.

Where heat transfer terms are negligible, the computational dissipation should always be
positive. Negative values, however, arise because the computational dissipation is
calculated using a centered-difference scheme as opposed to the up-winding scheme used
by Turbo. Entropy-generating flow features (e.g. shock waves, vortices) are associated
with both positive and negative values of the computational dissipation that are located
close together in the region of the flow feature. When the computational dissipation is
integrated over a control volume that encompasses both the positive and negative values
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of the computational dissipation associated with these flow features, the entropy
generation is accurately captured.

The contribution of the physical dissipation and the computational dissipation can be
assessed independently in regions that have both shock waves and shear layers. This
allows us to determine how well the physical dissipation represents the actual entropy
rise for a control volume. Figure 5.6 shows the entropy rise within a control volume
defined from the vane trailing edge to a specified axial location and from hub to tip (these
are adiabatic surfaces). Within the first 40% of the axial gap, which is the region in
which the shed vortices are formed, the computational and physical dissipation are in
good agreement, implying that the physical dissipation accurately captures the entropy
generation associated with shear layers. After this point, the two dissipation schemes
diverge, and the physical dissipation under-estimates the computational (i.e. actual)
entropy flux. The divergence occurs because closer to the rotor, the shock wave is
stronger and the physical dissipation is unable to resolve the spatial gradients associated
with the shock wave. The inability of the physical dissipation to capture the shock
entropy rise demonstrates the necessity to use the computational dissipation as the proper
measure of entropy creation.
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Figure 5.6: Comparison of entropy rise calculated from the computational and physical
dissipation in axial gap for far spacing. Entropy values are calculated with respect to the
vane trailing edge. Solid lines are calculated from the computational dissipation, and
dashed lines from the physical dissipation.

5.3 Procedure to Compute Shock Entropy Rise

In Section 5.1, differences in the (unsteady) shock behavior were observed for the
different configurations: the far spacing and the close spacing configuration. The
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corresponding difference in entropy generation from the shocks will now be quantified.
To isolate the shock waves computationally, the divergence of velocity is used as a
marker and the shock waves are highlighted by marking regions where the divergence of
velocity is below a specified threshold value.
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Figure 5. 7.- Isolating rotor shock waves. contour plots at the mid-span for the Far
spacing where in (a) Shock waves are highlighted by specifying a threshold value of the
divergence of velocity (here, the threshold is a non-dimensionalized value of-I), and in
(b) Computational dissipation is specified in region of shock wave.

Figure 5.7 illustrates the procedure to isolate the entropy rise associated with shock
waves. In Figure 5.7, two contour plots of the divergence of velocity are shown at the
mid-span in the far spacing. On the left, the divergence of velocity is given everywhere
in the flow field, and on the right, the divergence of velocity only in the shock region is
plotted. Negative values of the divergence of velocity define compression regions, and
the shocks (the dark blue regions) can be identified ahead of the rotor. To calculate the
entropy rise across the shock wave, a control volume is placed around the shock wave.
The geometry of the control volume around the shock wave is determined by specifying a
threshold value for the divergence of velocity. If the divergence of velocity is below the
threshold value at any cell, that cell is specified as part of the shock wave control volume.
Implementing the above procedure of identifying the shock region is referred to as
"masking", because the shock waves are essentially masked from the rest of the flow
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field. In Figure 5.7b, positive values of the computational dissipation are plotted in the
contour plot on the left. Negative values were not plotted because they would reduce the
clarity of the figure, but are immediately adjacent to regions where the computational
dissipation is positive. Negative values are important when integrating the computational
dissipation to find the entropy rise associated with the shock wave, as described in
Section 5.2. The computational dissipation is non-dimensionalized as
T(comp. dissip.) c /p(th/pA) 3 , where comp. dissip. represents the quantity in equation (5.4).
By applying the mask of the divergence of velocity, the computational dissipation in the
shock region is isolated, as seen in the contour plot on the right of Figure 5.7b.
Integrating the "masked" computational dissipation in space and time gives the entropy
rise associated with the rotor shock.

%

*---secondary mask
. j .. -primary mask

Figure 5.8: Schematic of the profile of divergence of velocity in shock region. A primary
mask isolates the shock wave, and a secondary mask ensures the entire shock region is
captured

One issue in this procedure concerns setting the magnitude of the threshold. The shock
wave encompasses a finite region within which the divergence of velocity can take on a
range of values below the threshold value, as depicted in Figure 5.8. The choice of
threshold value is critical. If it is too high, it can include cells associated with flow
features unrelated to the shock. Therefore, a primary threshold value (called the primary
mask) is used to identify the general location of the shock, and then a secondary threshold
value (called the secondary mask) is applied to the immediate surroundings to ensure
capture of the entire shock region. If the divergence of velocity is below the secondary
threshold in the cells that neighbor the region where the primary mask is valid, those cells
are also considered to be in the shock region. This ensures that the complete shock
structure, and only the shock structure, is included in the mask and reduces numerical
error when the primary mask does not capture the entire shock region.

To apply the above procedure, three parameters must be specified: the primary and
secondary threshold values, and the number of neighboring cells around the cell where
the primary mask is valid to evaluate the secondary mask value. The values for all three
parameters, chosen to capture the entire shock region at all spans, were varied to test
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sensitivity of the results. It was found that the value of each of the three parameters does
not change the conclusion that the majority of the differences in entropy generation
between configurations is not from shock waves. Table 5.1 shows the results from four
values of the primary mask that were used to compare the contribution from inside and
outside the masked region to the overall difference in rotor entropy rise between the far
and close configurations. To encompass the entire shock region for all values of the
primary mask in Table 5.1, the secondary mask was chosen to be -0.2, and was evaluated
within a range of two cells around the primary mask.

Table 5. 1: The difference in entropy generation within the rotorfor the far and close
configurations is divided into the differences inside and outside the masked (shock)

region. The difference is measuredfor a range ofprimary mask values of the divergence
of velocity.

V. v- primary mask Mask Outside Mask
0 27% 73%
-1 24% 76%
-1.5 14% 86%
-2 2% 98%

Over the range of primary mask values in Table 5.1, the close spacing has a higher
entropy rise both inside and outside the masked region. The maximum difference in
entropy rise between the far and close spacing within the masked region is 27% of the
total difference. The rest of the difference in entropy increase is outside the shock region.
Lowering the magnitude of the primary threshold reduces the computed contribution of
the shock entropy rise to the total entropy rise, but the conclusion that the majority of the
losses occur outside the shock region is unchanged, even with the magnitude of the
primary mask set to zero. This conclusion holds when the end wall regions are removed
from the control volume over which the computational dissipation is integrated, and in
fact, the shock losses in the far spacing are measured to be higher than in the close
spacing when the non-dimensionalized divergence of velocity is -2, as seen in Table 5.2.

Table 5.2. Results from Table 5.1, excluding the end wall region. A positive percentage
value indicates that the close configuration has a higher entropy generation than the far

configuration.
V v - primary mask Mask Outside Mask
0 37% 63%
-1 23% 77%
-1.5 9% 91%
-2 -9% 109%

The conclusion is that the entropy generation due to shock waves is not the dominant
mechanism responsible for the performance difference observed with changes in spacing.
The main difference between the far and close spacing configurations must therefore be
associated with differences in entropy generation from the vortices within the rotor blade
passage.
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The next Section focuses on these shed vortices and their effect on the overall stage
performance as they propagate through, and interact with, the rotor.

6. 0 Vortex Traiectory Within the Rotor

A change in axial inter-blade row spacing has two identifiable effects on the shed vortices
from the upstream vane row: 1) a change in the strength of the vortices, and 2) an
alteration in vortex trajectory within the rotor. The former is the increased circulation of
the shed vortices as axial blade row spacing is decreased, as described by Gorrell et al.
(2005). The second effect, the change in the relative location of the vortices in the rotor
blade passage, is perhaps not as obvious. Interrogation of computed flow for the close
spacing configuration on planes at two different radial locations shows a distinct
difference in the vortex trajectories. This difference in vortex is elucidated in Figure 6.1
for two entropy contour plots of wake vortices from upstream IGV entering and traveling
through a rotor row; Figure 6.1 (a) shows the trace of vortex trajectory on a
circumferential plane at midspan while that at 0.65 span is shown in Figure 6. 1(b).

(a) entropy contour midspan (b) entropy contour at 0.65 span

Figure 6.1: Entropy Contours elucidating the difference in the trajectories of IG V wake
vortices traveling through the rotor blade-row at midspan in (a) and at 0. 65 span in (b).

The entropy contours of the IGV wake vortices in Figure 6.1 show a distinct difference
in: (i) the pitchwise location (relative to the blade) at which the discrete vortices enter the
rotor blade passage at midspan location from that at 0.65 span location; (ii) the trajectory
of the wake vortices in the rotor passage of situation depicted in Figure 6.1 (a) and in
Figure 6. 1(b); likewise a similar difference can be seen in the computed flow for far
spacing and close spacing configuration shown in Figure 5.3. As noted in Section (5.0)
within one rotor passing time, two discrete counter-rotating vortices are shed at the vane
trailing edge; this is the rotor blade passing time which is invariant with radial/spanwise
location. However the vane-rotor axial spacing changes with span so that the time taken
by a discrete vortex to traverse from IGV trailing to rotor leading edge in the situation
depicted in Figure 6. 1(a) is different from that in Figure 6. 1(b). The difference in the
convective time scale of the discrete vortices (between the two situations in Figure 6.1)
gives rise to the second effect, namely an alteration in vortex trajectory within the rotor.
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The second effect, the change in the relative location of the vortices in the rotor blade
passage, is illustrated in Figure 6.2, which conceptually shows vortex trajectories for two
axial spacings. This Section focuses on the parameters that affect the vortex trajectory,
and how the changes in trajectory affect stage performance.

U -AP -

(a) (b)

Figure 6.2: Schematics in (a) and (b) show different vortex trajectories within the rotor
passage due to different axial blade row spacing L.

6.1 Parametric Dependence of Vortex Trajectory within Rotor

Shed vortices from the upstream vane trailing edge move downstream across the axial blade row
gap and then through the rotor blade passage. A key observation is that the pitch-wise location of
the vortices within the rotor passage is defined by the pitch-wise location of the vortex when it
crosses the rotor leading edge plane. For a given Mach number and blade geometry in this two-
dimensional flow, the pitch-wise location of the vortices is a function of the ratio between two
times scales: the time it takes for a vortex to travel the length of the vane-rotor gap, and one rotor
period (i.e. the time for the rotor to move one rotor pitch). To elaborate, let the time origin, t=O,
be the instant the vortex is shed. At this instant, the rotor is at a certain position with respect to
the upstream vane row. As the vortex travels across the vane-rotor gap, the rotor moves from its
position at t=O. Therefore, the relative location of the vortex in the rotor thus depends on how
far the rotor has rotated in the time it takes for the vortex to travel the length of the gap.

Based on the above arguments, there are two time scales of interest. One is the convective time
for a vortex to travel the length of the gap ( r ), i.e.

Lr = - (6.1)
U

where L is the gap length, and U is the mean axial velocity. The second is the rotor period, which
is the time for the rotor to move one rotor pitch ( r'):

27r/nblades
r ' ( 6 .2 )

where nblades is the number of rotor blades, and Q is the rotor rotational speed. The vortex
trajectory within the rotor blade passage depends on the ratio of r'/r, except in the cases where
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the ratios are integer multiples. An integer multiple of the time ratio (or similarly, a multiple of
the rotor period r') is equivalent to the rotor moving through that same multiple value of the
rotor pitch, and the vortex trajectory is unchanged.

It should be emphasized that the vortex shedding from the upstream vane row is directly linked to
the rotor blade passing frequency by the rotor pressure field. More specifically, the kinematics of
the rotor shock impinging on the upstream vane row dictate that the vortex shedding from the
vane trailing edge occurs at a frequency equal to the rotor blade passing frequency. The
consequence of this relationship is that the rotor is at the same relative position to the upstream
vane row when vortices of the same sign are shed.

The ratio of the two time scales, the convective time scale and the rotor blade passing period,
defines a dimensionless parameter B3:

B3 L( -- ,(6.3)

For a vortex shed from the vane trailing edge in a two-dimensional flow, a change in the
parameter B3 (in particular the axial gap spacing L, which is the present variable of interest)
results in a change in the vortex trajectory through the rotor.

The above discussion pertains to a two-dimensional flow. For a three-dimensional flow, a change
in blade row spacing will result in a change in the vortex trajectory at every radial plane. At each
radial span in an axial compressor, the vortex trajectory may be beneficial or detrimental with
regards to performance. Altering the vortex trajectory at each radial span could lead to an
enhanced stage performance. For example, the vortex trajectory within the rotor can be tuned at
each radial span by changing the B3 parameter or the stagger angle of the blade.

6.2 Vortex Traiectories in the Unsteady Two-dimensional Computations

To assess the effect of a change in the vortex trajectory on rotor performance, unsteady two-
dimensional calculations have been conducted, as outlined below.

A two-dimensional grid was generated using the blade geometry from the far spacing
configuration three-dimensional grid at 65% span. This radial span represented the
average stagger angle of the three-dimensional grid from hub to tip. The same code,
MSU Turbo [Chen et al.(2001)], used for the unsteady three-dimensional calculations
was used for the unsteady two-dimensional calculations. The geometry was created by
placing two radial planes close together and at a large radius, R, so that Ar/R was 0.17%
(in the simulation, the radius R was made 110 times the original radius). The vane to
rotor blade ratio was also changed, for simplicity, to 2:3. The configuration created using
an axial spacing equal to the spacing at 65% span is referred to as far2D. The
configuration with the axial spacing reduced by 11% from far2D will be referred to as
close2D. The axial spacing is 0.81 and 0.91 of the axial rotor chord length for close 2D and
far2D, respectively.

The effect of a change in the shed vortex trajectory on performance was examined using
the close 2D and far20 configurations. Section (6.1) describes how a change in axial
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spacing can affect the trajectory of the wake vortices through the rotor passage. The
spacing change was chosen such that the rotor shock strength at the vane trailing edge
plane (which set the strength of the shed vortices) differed by less than 2%. The
difference in Mach number at the vane trailing edge plane between the two
configurations was 0.01 (the Mach number is 1.05 in close 2D and 1.06 in far 2D).
The number of grid points for both configurations is given in Table 6.1. The same
number of grid points was maintained for the close 2D and far2D vanes, but the distance
between grid points in the axial direction was decreased for close2D. Since the mesh in
the far2D was already sized to capture the important flow features in the axial gap region,
the finer mesh in close2D will also capture the important flow features.

Table 6 1: Number of grid points in axial, radial and pitch-wise directions for the two-
dimensional calculations.

Blade row Axial Radial Pitch-wise
Rotor 189 2 81
Vane close2D 230 2 61
Vane far2D 230 2 61

A comparison of performance between far2D and close2D was made at the same mass
flow. The stagnation pressure ratio and stagnation temperature rise at the mixed-out
conditions are given in Table 6.2, while the efficiencies at the rotor exit and far
downstream are given in Table 6.3. All are lower for close 2D compared to far2 D. Close 2D
exhibits 3% less work than far 2D and has a 1.7% lower stagnation pressure ratio. The
difference in efficiency at the rotor exit is 0.01 points (lower in close2D than far2D), which
is not of interest, but at the far downstream mixed-out state, the difference in efficiency is
greater, with close 2D 0.3 points lower than far2D. The majority of the difference in
entropy generation thus occurs downstream of the rotor trailing edge (see discussion in
the following)

Table 6. 2: Mass flow rate, mass-averaged total temperature rise, and mass-averaged
total pressure from two-dimensional calculations for far2D and close2D configurations.

Values are time-averaged at downstream inity.
Spacing Mass flow Mass-average Mass-average

(kg/s) T, rise pt ratio
Close2D 1148.47 0.187 1.739
Far2D 1149.54 0.193 1.772

Table 6.3: Efficiency qfor far2M and close2D spacing configurations at the rotor exit and
at downstream infin ty.

Spacing Rotor Exit Downstream
infinity

Close 2D 0.9405 0.9205
Far2D 0.9406 0.9235

Difference 0.0001 0.0030
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The configurations examined and assessed, referred to as "close2D" and "far2D," had axial
blade row spacings of 0.81 and 0.91 of the chord length, respectively. The value of B3
for close2D is 16.7 and for far2D is 18.8. At the same vane inlet corrected mass flow,
close2D experiences a 3% decrease in work input and a 1.7% lower stagnation pressure
ratio compared to far2o. The efficiency at the rotor trailing edge is 0.01 points lower in
close2D compared to far2D, however, close2D is 0.3 points lower far downstream.

These changes can be linked to the different vortex trajectories within the rotor passages
for the two configurations, as pictured in the entropy contours of Figure 6.3. For far2D, a
clockwise vortex enters the mid-passage of the rotor, while a counter-clockwise vortex
intersects the rotor leading edge and remains near the blade. For close2D, both vortices
move through the rotor but are away from the blades.
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Figure 6.3: Entropy contours for (a) far2D and (b) close2& Comparison of both
configurations shows different relative locations of vortices in the rotor blade passages.
All plots are of the same scale. The lower contour plots correspond to the boxed regions
in the upper plots, and have 20 evenly-spaced intervals.

Time-averaged entropy contours in the rotor frame of reference are given in Figure 6.4.
The largest values of the time-averaged entropy are along the blade surfaces, representing
the rotor boundary layers. Away from the blades, streaks of smaller time-averaged
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entropy than that in the boundary layers delineate the path of the vortices, made clearer
by dashed lines. A single streak of entropy is visible in far2 D, while two streaks are seen
at a different relative location to the blades in close 2D.
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Figure64: Time-averaged entropy contours within the rotor passage for (a) far2D and
(b) close2D. Streaks of entropy within the passage delineate the path taken by the
vortices. Two streaks are visible in close2D, while only one is seen infar2D because the
other vortex is located within the rotor boundary layer.

6.3 Vortex Strenkth and Size in Vane-Rotor Gap Rekion

In this section, the performance differences measured between the two configurations
will be shown to be due to changes in the vortex trajectory, and not to changes in vortex
strength or size that occur with spacing. The term vortex strength refers to the net
circulation, and vortex size refers to the vortex physical extent (such as the equivalent
radius). The vortex size at the rotor leading edge plane varies with spacing because of
the different lengths over which the vortices can diffuse before they enter the rotor. If the
vortex strength or size is different at the rotor leading edge plane in the two
configurations, there can be differences in entropy generation processes not associated
with a change in vortex trajectory. These entropy generation processes include different
levels of viscous dissipation, and different interactions with the rotor shock and boundary
layer (e.g. a vortex of larger circulation and size can influence the velocity field more
strongly). It is shown below that differences in vortex circulation and size are negligible
between the two configurations.

The difference in vortex strength is first assessed by calculating the vortex circulation for
clockwise rotating vortices at the rotor leading edge in close20 and far2D. For far2D, the
clockwise vortex remains within the rotor core flow (away from the boundary layers),
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while the counter-clockwise vortex travels along the blade surface. For close2D, both
counter-rotating vortices remain within the core flow.

The circulation is:

r = Jo,dA, (6.4)

where the vorticity w is computed from velocity gradients using a centered-difference
scheme. The normalized circulation is given in Table 6.4, which shows 2.8% difference
between far 2D and close2D. The difference in circulation should be the same for the
counter-clockwise vortices since there is a small net loading on the upstream vane row
(the difference in the time-averaged flow angle at the vane trailing edge between the two
configurations was measured to be 0.2 degrees). Measuring the circulation for the
counter-clockwise rotating vortex at the rotor inlet is not possible for the far2D
configuration because it is intersected by the rotor blade.

Table 6.44: Circulation for the clockwise vortex at the rotor trailing edge.
r/(Tip Speed * c,)

Far2D 0.1598

Close2D 0.1517
% difference Far2D - Close2D 2.8%

To assess the difference in vortex size, a vorticity-weighted radius is used, defined as:

' - J'ra4Ad

F frwA (6.5)

where the radial coordinate r is measured from the location of maximum vorticity. The
value of F' represents a vortex of constant vorticity and radius F', outside which the
vorticity is zero, as in Figure 6.5.

OFW
I IL...

(a) (b)

Figure 6.5. Vortex equivalent radius, (a) distribution of vorticity as a function of radius,
and (b) equivalent radius to describe the distribution of vorticity depicted in (a).

Table 6.5 gives 7' for the clockwise vortices described by Table 6.4. The difference in
radii for the two configurations is 10.4%.
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Table 6.5: Circulation-weighted radiifor the clockwise vortex at the rotor trailing edge.
Fw/pitch

Far2D 0.0625
Close2D 0.0566
% difference Far2D - Close2D 10.4%

The small effect of differences in the circulation and size of the shed vortices on
performance differences between far2D and close2D are confirmed by comparing the non-
uniformity in the velocity field at the rotor leading edge. A measure of the non-
uniformity at any given plane is the quantity:

1 t2-Jpu, (6.6)
2

where u'2 is defined as:

u' =(u -uw.)2+ (u - U,. (6.7)

The overbar represents the time- and pitch-wise area- average of the velocity component.
With no pressure variations within the flow, the quantity in (6.6) represents the potential
for stagnation pressure loss in an incompressible flow, as derived in Appendix A. In the
case of interest, there are pitch-wise non-uniformities in the velocity due to the rotor
pressure field, but the pressure field is assumed to change the non-uniformity metric by
the same magnitude in both configurations.

The non-uniformity metric, averaged over the pitch and in time, and non-dimensionalized
by the dynamic head at the inlet is:

1 1 Ii~U?2dAId
2 - toa U (6.8)

Ponlet - Pnlet Pli,net - Pinlet

The quantity in (6.8) is plotted in Figure 6.6 as a function of axial location. In Figure
6.6(a), the difference in the non-uniformity metric differs by 0.2% between the two
configurations at the rotor leading edge. In Figure 6.6(b), the curve for close2D is shifted
to the right so that the vanes in both configurations are aligned at the same axial location,
as opposed to the rotor blades being aligned in Figure 6.6(a). It can be seen that the non-
uniformity metric follows similar trends up to the rotor leading edge for both
configurations. However, the trend within the rotor and downstream differs between the
two configurations, indicating different flow fields within the rotor. The differences
within the rotor are due to the different vortex trajectories, since this is the only differing
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flow feature entering the rotor. At the rotor trailing edge, the difference in the non-
uniformity metric between configurations is 23%, much greater than at the leading edge.
In summary, the rotor is subjected to a similar non-uniformity at the leading edge in both
configurations.

With a similar non-uniformity ahead of the rotor, the performance differences between
far2D and close2D can be linked to how the vortices are processed within the rotor, due to
their relative respective trajectories. This is discussed in the next section.

6.4 Rotor Response to a Change in Vortex Traiectory

The rotor behavior due to a change in vortex trajectory is first assessed in terms of the
difference in work input and efficiency. Although there is a lower work input in close 2D
compared to far2D, the efficiency at the rotor trailing edge is similar for the two cases.
For close 2D, the lower work input (lower total temperature rise), is accompanied by a
lower entropy rise with respect to far upstream. However, the difference in entropy
generation between the two configurations does not occur within the rotor. Instead, more
entropy is generated in far2D from the inlet of the domain to the rotor leading edge plane
due to higher shock losses from a higher operating back pressure. (Although there are
shocks of different strengths in both configurations, the vortices are unaffected by any
possible interactions with them, as evidenced by similar values of the non-uniformity
metric at the rotor leading edge plane, as in Section 6.3).

The overall entropy rise within the rotor differs by 0.6% between far2D and close 2D, as
seen in time-averaged values in Table 6.6. The entropy increase within the rotor is
calculated inside and outside the boundary layer, i.e. the core flow which includes the
shock waves, using the computational dissipation described in Section (5.0). For control
volumes encompassing these two regions, the reversible heat transfers across the surface
are negligible compared to the irreversible viscous and thermal dissipation within the
volume, and the integration of the computational dissipation is therefore equal to the
entropy generated. The distribution of entropy generation within the rotor passage in
both configurations is different, because there are two vortices in the core flow for
cloSe2D, and one vortex in the core flow in far2D. As seen in Table 6.6, there is a 0.4%
difference in the entropy generated within the boundary layer control volume, and 0.9%
difference in the core flow. The shock losses (also given in the table) are found to be
higher in far20 than close 2D by 6.8%. In summary, the overall entropy rise in the rotor
for both configurations is similar because there are higher shock losses in far2D but less
mixing losses (from one vortex in the core flow for far2D, versus two vortices in close 2D).

Note that the difference in shock losses are of the same magnitude as the differences in
losses from the vortices in the core flow, which is not the case for the three-dimensional
configurations described in Section (5.0). The reason for this is that the difference in
blade row spacing for the three-dimensional configurations is six times larger than the
difference in the two-dimensional configurations. Thus, the difference in the strength of
the vortices is also much greater, and a larger difference in entropy generation from the
vortices compared to the difference in shock losses.
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Figure 6. 6." Non-uniformity metric of equation 6.8 as a function of axial position with (a)
the rotor blades in both configurations at the same axial location, (b) the vanes at the
same axial location.



35

Table 6.6. Time-averaged entropy eneration in spe ified control volumes within rotor.
Overall Boundary layer Core flow Rotor shock

Far2D 0.0925 0.0625 0.0300 0.0521
Close2D 0.0931 0.0628 0.0303 0.0488
Close2D - Far2D 0.6% 0.4% 0.9% -6.8%
% difference

While the entropy generation within the rotor is similar between the two configurations, the
different vortex trajectories within the rotor cause the entropy generation downstream of the rotor
to be different, leading to a 0.3 point difference in efficiency far downstream. The differences in
the flow field at the rotor trailing edge plane are the number of vortices in the core flow and the
sizes of the boundary layers. The effect of the different boundary layers on the difference in
entropy generation downstream of the rotor for the two configurations is now assessed.
In Figure 6.7, the red color marks areas where the close2o boundary layer is larger than the far2D
boundary layer, and the blue color marks where the far2 l boundary layer is larger. The boundary
layer is defined as the location with the computational dissipation (based on the expression in
equation (5.4)) at least two orders of magnitude higher than the core flow.

Y/

Figure 6. 7.- Differences in boundary layers between far2D and close2D. Red regions.-
close2D > far2D, Blue regions: Jar2D > close2D,

Three boundary layer characteristic quantities are calculated at the rotor trailing edge, for
both pressure and suction sides. These are the displacement thickness

Y" I --!Idy (6.9)
" ul. )
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the momentum thickness

0=YIU pU- dyL, (6.10)0\ u/. ) P1:-- "

and the energy thickness

o ( 1- dyE. (6.11)0 u,PE UE

In these, the subscript E represents the free stream condition. The displacement thickness
and momentum thickness are larger in close2D than far2D by 13% and 3% respectively.
The energy thickness is greater in far2M than close2D by 4%. A larger boundary layer in
close2D is consistent with a reduced work input compared to far2D (see Section 7 below)

The entropy generation from the mixing of the boundary layers from the rotor trailing
edge plane to far downstream is assessed to determine its contribution to the total entropy
generated in the same region in both configurations. The entropy rise from the boundary
layers has been estimated assuming a uniform core flow, and solving the two-
dimensional conservations equations using the quantities calculated from Equation (6.9)-
(6.11). The procedure is outlined in Appendix B. The overall entropy rise generated
from the rotor exit to far downstream, and the entropy rise from the mixing of the
boundary layers alone, are given in Table 6.7. The difference in the boundary layer
entropy rise accounts for 40% of the difference in the entropy rise between close2D and
far2D. Therefore, the effect of vortex trajectory on the entropy generation downstream of
the rotor is at least partly due to its effect on the rotor boundary layers. Moreover, there
was less entropy generated downstream of the rotor when one vortex was located near the
blade surface, which makes the vortex trajectory in far2D favorable to that in close2D.

Table 6. 7: Entropy rise from rotor trailing edge t far downstream.
Overall Boundary Layer

Close2D 0.0568 0.0233
Far2Q 0.0489 0.0203
Difference (Close2D-Far 2D 0.0078 0.0030

The remaining difference in the entropy rise measured far downstream must be due to the
mixing and diffusion to a final uniform state of two vortices in the core flow for close2D
versus one vortex for far2D. The difficulty in measuring the entropy generation from the
vortices directly from the 2D simulations is isolating them from the rest of the flow field.
Downstream of the rotor trailing edge, the rotor boundary layer and vortices mix together
so that isolating the vortex at each instant in time while following it downstream becomes
difficult. Further, a defining characteristic associated with the vortices was not obvious,
since these characteristics were also associated with other parts of the flow field (for
example, using vorticity to mark the vortices would also capture regions of the rotor
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boundary layer). Marking the fluid particles associated with the vortices from their
inception at the vane trailing edge is also difficult. Future work is thus suggested to
conclusively demonstrate that the mixing of the vortices in the core flow accounts for the
remaining difference in entropy generation.

6.5 Results of Zachcial and Nurnbereer

Before we conclude this section, we should note that Zachcial and Numberger (2003)
also examined the effect of a variation in axial blade row spacing. They used two-
dimensional unsteady calculations for a transonic stator/rotor combination for three
different axial spacings (19.9%, 24.2% and 28.4% of the rotor chord length) operating at
the same back pressure. An improvement in efficiency was found with decreased
spacing, opposite to the results in Figure 3.2 and to the work by Gorrell (2001), Gorrell et
al. (2003). No discussion concerning this discrepancy was given by Zachcial and
Nurnberger (2003). The improved performance was due to a reduction in boundary layer
separation within the rotor, leading to lower blade profile losses. Their observed trend in
efficiency coincided with a change in the vortex trajectory within the rotor passage as
blade row spacing is changed. However, the connection between a change in the vortex
trajectory and the reduction in blade profile losses was inferred from the pitch-wise
distribution of entropy at location 1.5 rotor pitches downstream of the rotor, which is not
as accurate as direct examination, as it is done in the present work, of the location where
entropy is created.

Zachcial and Nurnburger (2003) carried out an extensive parameter study to determine
the various parameters that affect the vortex pattern within the rotor, including changes in
rotational speed, axial gap and stator pitch. It was found that a change in the rotational
speed and the axial gap changed the relative location of the vortex within the rotor, while
a change in the stator pitch has no effect. This is consistent with the results presented in
Section (6.0) this report.

Zachcial and Numberger determined that as axial blade row spacing increased, a
minimum value of the efficiency is attained before reaching a constant value. The reason
a minimum efficiency is obtained was not addressed. Based on the results of this report, it
is postulated that the minimum can be explained by two competing effects, namely the
change in vortex circulation and the relative location of vortices in the rotor with changes
in spacing. A decrease in spacing can result in an increase in the entropy contained in the
vortices and a decrease in efficiency, but a change in the relative location of the vortex
within the rotor may give an increase in efficiency. This motivates the study of the effect
of the vortex trajectory within the rotor, as its impact may lead to an optimal spacing, and
is also an example of how unsteady flow events drive time-average changes that are of
engineering significance.

6 In a technical discussion on the impact of vortex trajectory within rotor on its performance, Gorrell
(2006) referred the investigators of this research program to the work of Zachcial et al. (2003) on influence
of vane-rotor spacing on compressor operating points.
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6.6 A Summary on Impact of Vortex Trajectory on Rotor Performance

Two configurations are studied which have an axial spacing between the vane and rotor
that differ by 11%. The change in blade row spacing results in two different vortex
trajectories within the rotor. In one, there are two vortices in the passage core flow. In
the other, one vortex is within the passage core flow, and the other travels along the
surface of the blade. It is found that the configuration with two vortices in the core flow
has a lower work input (by 3%) and lower efficiency (by up to 0.3 point). The difference
in the rotor performance is attributed to the difference in vortex trajectory through
arguments that the flow non-uniformity ahead of the rotor is similar for both spacings.
Roughly 40% of the difference in the downstream efficiency is attributed to a difference
in the boundary layer at the rotor trailing edge.

7. 0 Flow Modelink on Effect of Vortex Trajectory within Rotor

We showed and described in Section 6 that the performance of the rotor is affected by the
specific trajectory of IGV discrete vortices within the rotor blade passage. Figure 6.3(a)
and 6.3(b) show two entropy contour plots of IGV wake discrete vortices entering and
traversing through the rotor row. The rotor geometry and the time- and pitchwise-
averaged flow field entering the rotor blade-row are the same for both the situations
shown in Figure 6.3. However, the path of the wake vortices in Figure 6.3(a) is distinctly
different from that of the wake vortices in Figure 6.3(b). This difference in the vortex
trajectories results in a change in the performance of the rotor; at the same corrected mass
flow, the Close2D configuration in Figure 6.3(b) had a 3% reduction in work input and up
to a 0.3 point drop in efficiency compared to that of the Far2D configuration in Figure
6.3(a).

The change in the positioning of the wake vortices relative to the rotor can be viewed as a
change in the phase between the wake and the rotor blade passing. In this section, this
flow feature will be referred to as wake phasing (in contrast to clocking of the blade-
rows) and characterized by the B3 parameter introduced in Section 6 above; a change in
the B3 parameter thus corresponds to a change in wake phasing. It can be shown that
changes in the phase between the wake and the rotor blade passing can be caused by a
change in any of the following parameters: inter-bladerow spacing (L), wheel speed (12),
convective velocity (U), rotor pitch (2,Tlnblades), and shock angle (0).

A steady-state flow model is presented in this section for explaining and estimating the
change in compressor performance resulting from a change in the wake phasing. A series
of two-dimensional computational experiments are then carried out to assess the model.
The goal here are twofold: one is to determine how and why the rotor performance
changes when the wake phasing is changed (this includes being able to explain which
fluid mechanisms are important to the phenomenon, as well as producing a simplified
model which only considers the key mechanisms), and the other is to test the ability of
the proposed steady-state model to estimate and explain the change in performance with
changes in wake phasing.
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7.1Rotor Response to Pitch wise Shift in Inlet Total Pressure Non-uniformitV

The response of rotor performance to changes in wake phasing can be more directly
addressed by examining the flow field in the rotor relative frame. On a time-average
basis, the unsteady shedding of the wake vortices from the upstream IGV appears as
stratification in (relative) total pressure across the pitch of the rotor inlet in the rotor
frame. Thus any change in the wake phasing would manifest itself as a pitchwise shift of
(relative) total pressure stratification. The entropy contours in Figure 6.3(a) and 6.3(b)
reflect the difference in phasing between the wake and the rotor blade passing. On the
time-average basis (in the rotor reference frame), this corresponds to a pitchwise shift in
the entropy non-uniformity distribution shown in Figure 6.4.

The above observation and interpretation strongly suggests that "assessing the rotor
performance response to changes in wake phasing" becomes one of "determining
performance response of an isolated rotor to changes in the pitchwise location of inlet
(relative) total pressure non-uniformity". This in essence provides the technical basis for
formulating a steady-state flow model for assessing the effects of changes in wake
phasing on rotor performance.

MSU Turbo was used to implement a series of steady-state two-dimensional
computational experiments to quantify the change in rotor performance to variations in
the pitchwise locations of total pressure non-uniformity. A schematic of such a steady-
state flow situations (in the rotor reference frame) is illustrated in Figure 7.1 for two
different pitchwise location of wake (total pressure non-uniformity).
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Figure 7.1: A sketch to illustrate wake position as determined by the location where the
wake enters the computational domain.

The computed performance characteristics (in terms of total pressure ratio, adiabatic
efficiency and total temperature rise normalized by the upstream stagnation temperature)
shown in Figure 7.2 correspond to the three different wake positions: wake position I
(see Figure 7.3(a)), wake position 2, and wake position 3 (see Figure 7.3(b)). The
computed relative total pressure distribution corresponding to inlet wake position I is
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shown in Figure 7.3(a) while that corresponding to inlet wake position 3 is shown in
Figure 7.3(b). Wake position 1, 2, and 3 are equally spaced apart at the inlet to the
computational domain, with the spacing between adjacent wake positions being 1/3 of a
rotor pitch. On a qualitative basis one could infer from Figure 7.3 that the rotor
performance corresponding to wake position I would be better than that corresponding to
wake position 3; this is in accord with the computed performance indicated on Figure 7.2.
These computed results show the impact of changing the pitchwise location of wake on
the rotor performance characteristics. The computed change in performance at design
corrected mass flow is in accord with the result presented in Section 6 on the change in
rotor performance associated with the change in the IGV wake vortices trajectory in the
rotor passage.

Thus while the change in the time average performance of the rotor is a consequence of
unsteady IGV-rotor interactions, the effect can be estimated using a steady-state model of
the flow in the rotor frame. The unsteady IGV-rotor interactions (in HLHM compressor)
manifests, on a time-average basis, as a stratification in (relative) total pressure across the
pitch of the rotor inlet in the rotor frame. A change in any design/operating parameter that
lead to a change in the characterizing parameter B3 would thus results in a pitchwise shift
of (relative) total pressure stratification.

Total Temperature Rise vs. Corrected Mass Flow
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Figure 7.2(a): Computed normalized temperature rise across rotor at various corrected
mass flow for three different pitchwise stratifications in relative total pressure.
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Total Pressure Ratio vs. Corrected Mass Flow
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Figure 7.2(b): Computed total pressure ratio across rotor at various corrected mass flow
for three different pitchwise stratifications in relative total pressure.

Adiabatic Efficiency vs. Corrected Mass Flow
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Figure 7.2(c): Computed adiabatic efficiency for rotor at various corrected massflowfor
three different pitchwise stratfications in relative total pressure.
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Wake position

(a) Relative total pressure distribution corresponding to wake position I

Wake position p

(b) Relative total pressure distribution corresponding to wake position 3
Figure 7.3: Relative total pressure distribution from two-dimensional steady state
computations (at corrected mass flow indicated on Figure 7.2(a)) based on MSU Turbo
corresponding to two different inlet wake position 1 and 3; the difference between
maximum and minimum of the relative total pressure at the inlet is 0. 18 relative inlet
dynamic head (the contours are relative total pressure non-dimensionalized by
atmospheric pressure).
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7.2 Analogy with Diffuser Response to Wake and Jet Inlet Velocity Profile

The flow diffusion with accompanying pressure rise in a compressor blade passage is
similar to that in a diffuser (Wisler, 1998). The analogy between compressor blade
passage and diffuser has been utilized to develop useful correlative criteria for stalling
pressure capability in compressor (Koch, 1981). In this section we present the use of the
flow in a two-dimensional diffuser subjected to a wake and jet to provide a physical
context explaining the response of the rotor performance to the discrete wakes discussed
in Section (7.1).

Wolf and Johnston (1969) examined the behavior of a diffuser with a non-uniform core
velocity at the inlet; the key aspects of which can be illustrated through comparison of the
behavior of diffusers that operate with the two non-uniform inlet flows shown in Figure
7.4. The "jet" profile has a region of high velocity in the center of the channel and low
velocity near the walls, whereas the "wake" profile has the opposite. Inlet boundary layer
blockage for the two profiles is the same. In the context of rotor performance response to
discrete wakes, the jet and wake profile can be view as reflecting the pitchwise shift in
relative total pressure stratification.

Measured pressure rise coefficients by Johnston et al. (1969) as a function of diffuser
area ratio with jet and wake inlet velocity profiles are shown in Figure 7.5. The diffusers
operating with the wake profile have a higher performance than those with the jet profile,
because the boundary layers of the high velocity stream are more capable of negotiating a
given pressure rise. In the context of rotor performance response, this leads to greater
blockage and larger deviation at the exit of the blade row, and consequently a smaller
pressure rise, in comparison to that achieved when using the wake inlet profile.

1.6

.4

1.2

0.8

Wake

0.4

0J.0 I I I I

0.0 0.2 0.4 0. 0.8 10
Disiancc across chwind/channel w.idth

Figure 7.4: Jet and wake inlet velocity profiles for a two-dimensional diffuser (Wolf and
Johnston, 1969); ii denotes the mean velocity.
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Cp vs. Aspect Ratio
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Figure 7.5: Performance of two-dimensional diffusers with jet and wake inlet profiles,
inlet boundary layer blockage = 0. 012 (Wolf and Johnston, 1969).

We can use the analogy (between diffuser and compressor blade row) to determine the
trend in the rotor response and assess if it is in accord with the results presented in
Section 6. To do this we first note that the relevant effective flow areas that set the
diffusion in compressor blade passage are the areas measured perpendicular to the
streamlines at the inlet to and at the exit of blade passage. Thus the pressure rise through
an equivalent straight diffuser can be directly related to the tangential force produced by
the rotor blade-row, through the following equation:

F 1-(1-Cp)05 Sina2 (7.1)puIvAW, sin a,I

In Equation (7.1), Fo represents the tangential force on the rotor blade, p is the fluid
density, ul is the inlet axial velocity, v, is the inlet tangential velocity, W, is the blade
pitch, cc/ is the inlet flow angle, C. is the pressure rise coefficient, and c2 is the exit flow
angle.

In the context of rotor blade row, a reduction in C. translates into a smaller tangential
force, and therefore less work done by the rotor. Using Equation (7.1), the reduction in CP
measured by Wolf and Johnston(1969) was shown to be in accord with the reduction in
tangential blade force that was computed for the rotor. Furthermore, as was described in
Section 6, computations show that the potential for entropy generation at the rotor trailing
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edge is also increased (because the rotor blade boundary layer thickness has increased),
which results in reduced efficiency.

In the next section we illustrate the utility of this framework of steady-state flow model
for providing means of: (1) a more direct (parametric) assessment of rotor performance
changes to changes in the pitchwise location of discrete wakes entering the rotor passage;
and (2) establishing the scaling of such an effect.

7.3 Scaling of Effect Associated with IGV-Rotor Interactions

The parametric assessment of rotor performance response to changes in the pitchwise
location of discrete wakes was carried out using MISES (Drela et al. 1998). MISES is a
coupled viscous/inviscid Euler method for computing steady flow in a stationary or
rotating turbomachinery cascade. In essence it is a streamline-based Euler discretization
and a two-equation boundary layer formulation that are coupled through the displacement
thickness which are then solved simultaneously using a full Newton method.

A steady, non-uniform total pressure distribution (an example of which is shown in figure
7.6) was specified at the inlet to the computational domain for a stationary blade row.
The pitchwise position of the distribution was varied, and the corresponding change in
tangential force computed. The change in boundary layer characteristics (in the trailing
edge region of blades) accompanying a change in pitchwise shift of the specified non-
uniform total pressure distribution is indicated in figure 7.7. When the low total pressure
fluid bathes the blades (analogous to the "jet" profile used by Wolf and Johnston(1969)),
the suction side boundary layer thickness is relatively larger and thus reduces the ability
of the blade row to diffuse the flow somewhat because the effective exit area is reduced.
The reduction in exit flow area is due to a combination of increased blockage and
increased deviation angle at the trailing edge, a result similar to that observed by Wolf
and Johnston (1969) described in Section (7.2).

Calculations of steady flow in a blade-row using MISES as described in the above have
been carried out for various pitchwise location and strength of the incoming wakes as
well as inlet Mach number. The computed results have been post processed in a manner
to elucidate the scaling of the wake phasing effect with inlet relative total pressure non-
uniformity and inlet Mach number. The non-dimensional quantities that are appropriate
for the scaling discussion are the inlet Mach number, and the parameters described
below:

AF - F (7.2)BF = -MA

(P, -P).W.c

P-AP (7.3)
MAp, - p
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Figure 7.6. An example of the distribution of total pressure that was used for the MISES
calculation. The amplitude of the distribution was varied in order to consider various
scaling properties, but the general shape of the distribution was kept the same.

(a) (b)

Figure 7. 7. Contours of total pressure for 2 different pitchwise positions of inlet total
pressure non-uniformity. One should note that in case (a), where the low total pressure
fluid bathes the blade, the suction surface boundary layer thickness at the trailing edge is
larger than that case (b).
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In Equation (7.2), the numerator represents the difference between the tangential force on
the blade with non-uniform inlet flow and that for uniform inlet flow. The denominator
is a product of the inlet dynamic head, the blade pitch and the blade chord. Equation
(7.3) represents the peak to peak difference in inlet total pressure, normalized by the inlet
dynamic head.

Figure 7.8 shows the non-dimensional force 5F as a function of the pitchwise position
of the total pressure non-uniformity 5P, for various inlet Mach number M; the non-
dimensional inlet total pressure non-uniformity was kept the same. The Prandtl-Glauert
Rule has been used to correct the ,5F values for compressibility. One can see that in the
non-dimensional context presented here, the results are independent of the inlet Mach
number M.

Figure 7.9 shows the non-dimensional force SF, normalized by the specified inlet total
pressure non-uniformity as a function of the pitchwise position of the total pressure non-
uniformity 5P, ; the magnitude of the inlet total pressure non-uniformity is varied while
the inlet Mach number is held fixed. Since the computed data points collapse onto a
single curve, one infers that the change in the non-dimensional force 5F is directly
proportional to the magnitude of the inlet total pressure non-uniformity.
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Figure 7.8: Non-dimensional force 6F o (Equation 7.2) as a function ofpitchwise location
of inlet total pressure non-uniformity for various inlet Mach number M with the specified
non-dimensional inlet total pressure non-uniformity held fixed
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Figure 7.9.: Non-dimensional force 6F normalized by the specified inlet total
pressure non-uniformity as a function of the pitchwise position of total pressure
non-uniformitySP ; the magnitude of the inlet total pressure non-uniformity is
varied while the inlet Mach number is held fixed (the first data set represents a
nominal inlet non-uniformity magnitude; the second data set corresponds to when
inlet non-uniformity is half the nominal value, and the third data set corresponds
to when inlet non-uniformity is double the nominal value).

8.0 Estimating Rotor Performance Change in Three-dimensional Flow Situation

In this section we illustrate how one might use the flow model and the framework
presented in Section 7 to provide an estimate of a change in rotor performance with
blade-row spacing in a three-dimensional flow situation. Shown in Figure 8.1 is the
computed (time-average) relative total pressure at two spanwise locations (one at 90%
span in the tip region and the other at 46% span in the midspan region) for the far spacing
configuration (see Section 4); the time-average trace of the IGV discrete wakes in the
rotor passage varies from the hub to the tip region (in accordance with the variation in B3
parameter from the hub to the tip).

Now if we assume that at each spanwise location the flow is two-dimensional, then that at
any given span, we can estimate the amplitude of the relative total pressure non-
uniformity entering the rotor passage using Equation (7.3) and the phase of the wake (i.e.,
the pitchwise position of the relative total pressure non-uniformity distribution). The
value of 5F can next be obtained using data such as that given in Figure 7.8 and 7.9.
Thus an estimate of the spanwise distribution in tF can be constructed. The estimated
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spanwise distribution in .F can be integrated along the span from hub to tip to give the
net change in force, and hence work input, for the rotor.

The steps outlined above can be repeated for a change in the intra-blade row spacing (i.e.
different value of B3 parameter). For the SMI geometry, the maximum possible change
in tangential blade force associated with the resulting change in B3 parameter is
estimated to 1.2% of the nominal blade force, which is not insignificant. The estimated
change is in accord with the computed value from the unsteady three-dimensional flow
simulations for the SMI stage for different IGV-rotor spacings.
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Figure 8. 1: Computed time-average relative total pressure distribution at (a) 90% span
(tip region and (b) 46% span (midspan region) for the far spacing SMI configuration.



51

9. 0 Overall Summary and Conclusions

• The impact of axial blade row spacing on rotor performance for a highly-loaded,
high Mach number single stage compressor has been assessed using time accurate, three-
dimensional computations for two axial blade row spacings. At the same mass flow rate,
the reduced spacing had a 0.7 point lower efficiency and a 1% lower work input than the
larger spacing.

0 A numerical technique was developed to accurately quantify entropy generation
from computational simulations, even in regions with high spatial gradients, such as
shock waves. The technique used the divergence of velocity as a marker to precisely
define the shock region.

• The dominant entropy generating mechanism that leads to the performance
differences between the configurations is associated with the vortices which are shed
from the upstream vanes due to the rotor pressure field.

0 The vortex trajectory within the rotor, which is a function of blade row spacing,
impacts rotor performance. Two-dimensional computations were carried out for two
axial blade row spacings with different vortex trajectories. In one configuration, one
shed vortex was located within the boundary layer and one outside the boundary layer (in
the core flow). In the other configuration, both vortices were located in the core flow.
The latter configuration had a 3% lower work input and a 0.3 point difference in
efficiency, as measured far downstream of the rotor.

0 For a two-dimensional geometry at a given Mach number, the vortex trajectory is
found to be a function of the ratio between the convective time scale for the vortices to
travel the length of the axial gap between the vane and rotor blade rows, and the rotor
period (i.e. the time for a rotor to move one rotor pitch).

• The largest difference in the entropy generation between the two configurations
investigated occurred downstream of the rotor trailing edge. This is due to different
mixing processes that result from differences in the rotor boundary layer and the different
number of the vortices located in the core flow.

0 The flow in a two-dimensional diffuser subjected to a wake and jet is used to
provide a physical context explaining the response of the rotor performance to the
discrete wakes.

• A steady-state flow model is developed for estimating the change in rotor
performance with interblade row spacing.

• The scaling of the effect associated with IGV-rotor interactions is established in
terms of inlet Mach number, flow (relative total pressure) non-uniformity associated with
IGV discrete wakes, and the B3 parameter (which is the ratio between the convective
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time scale for the vortices to travel the length of the axial gap between the vane and rotor
blade rows, and the rotor period).
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11.0 Appendices

Appendix A
Non-uniformity Metric

In Section (6.3), a metric to measure the degree of non-uniformity ahead of the rotor was
defined as:

2  , PU(6.6)

where u'2 is a perturbation velocity, defined as:

uP2 = (U._-u. )2 + (Uy _ jy• (6.7)

The overbar represents the time- and pitch-wise area- average of the velocity component.
The non-uniformity metric is averaged over the pitch and in time, and non-
dimensionalized by the dynamic head at the inlet. Its mathematical form is:

-P "0o, ' Pu' A dt
2-__A ./__ f1  [ (6.8)

P,,,jIe, - PinIe, P,,nlei - Pi"Ie,

The averaged quantity in (6.8) will now be shown to be a suitable metric to define the
non-uniformity in the flow field. This is first shown by demonstrating that the non-
uniformity metric represents the pressure difference between two axial planes by using
the conservation of momentum (however, the factor of 2 does not appear). Using linear
momentum, the non-uniformity in the flow field can be shown to act as a blockage that
decreases the flow area, and hence, reduces the pressure. The non-uniformity can also be
related to the stagnation pressure losses if the flow at an axial location was allowed to
mix to a uniform state.

First, linear momentum is used to determine how non-uniformity affects pressure changes
in a flow. The impulse function is written as:

I =p+pu2 . (A.1)

The impulse function, when integrated across the inlet and exit flow area (planes 'a' and
'b') of a specified control volume, is the same if there are no forces acting on the control
volume and there is no change in area. Steady flow is assumed. Mathematically, this is
stated as:

Al =1 I-1,o = 0 (A.2)
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The overbar in this equation, and in the rest of this section, represents the pitch-wise or
area-average of the impulse function. Pressure and velocity at any point can be defined
as the sum of its average quantity on the plane of interest, plus its spatially-varying
quantity:

p = T)+ p' (A.3)

u = i + u' (A.4)

Note that the area-average of the spatially-varying component of the pressure and
velocity are zero, i.e. p' =O and u'=O.

Substituting the expressions of A.3 and A.4 into the impulse function:

I = P + p + p(-2 + 2Wu+ u2) (A.5)

By assuming the density and cross-sectional area remains constant, the continuity
equation simplifies to: uO=ub. The difference in the momentum between planes 'a' and

'b' is:

. .. )+P(Ub 2) (A.6), P =fb-- + Pb -P. + 2Wp(ub--U.) P U .U

Area-averaging the impulse function gives:

The difference in pressure from planes 'a' to 'b' is therefore related to the non-uniformity
at both stations by rearranging (A.7):

Pb- = PUa = Ub _U=-PAu' -  (A.8)

If at plane 'b', the flow is fully mixed out, then:

Pb - ia = PU 2  (A.9)

The term on the right-hand side of A.9 is similar to the non-uniformity metric, and
therefore indicates that the metric represents the pressure rise that would be obtained if
the non-uniformity was allowed to mix to a uniform state. Therefore, the non-uniformity
represents a blockage in the flow area, which tends to reduce pressure.
The '/2 term included in the non-uniformity metric appears when considering the
difference in mass-averaged stagnation pressure differences between planes 'a' and 'b'.
The stagnation pressure for incompressible flow is given as:
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p, = p+lpu2 (A.10)

The stagnation pressure can be multiplied by the velocity and averaged across the pitch to
find a velocity-weighted average value for the stagnation pressure. This is equivalent to
multiplying the stagnation pressure by the local mass flux and finding a mass-averaged
stagnation pressure. However, the density is not included when multiplying by the mass
flux because the density is assumed constant, and therefore is not required when
comparing two axial locations. The velocity-weighted stagnation pressure is written as:

up, :up+pu3 (A. 11)
2

Substituting the expressions for pressure and velocity from (A.3) and (A.4) into (A. 11):

up, =p+iip'++u-i+u'p'+-p(W3 + 3i 2u' + 3iu'2 +u'") (A.12)
2

A pitch-wise average of (A. 12) gives:

lp,+ 1 3  3 1---
UP, = up+'p U+-U +_,Uu '2 +_pu, (A.13)

2 2 2

The difference in mass-averaged stagnation pressure between planes 'a' and 'b' becomes
(by also applying the continuity equation):

Aup, = iAW +AuT + pu + 2 pA pAu (A.14)

Using the pressure difference from conservation of linear momentum given in (A.8), the
first term on the left-hand side of (A. 14) can be replaced:

Aup, = W(- pA-)+ Au +3pAu- +pAu"3 (A.15)
2 2

which reduces to:
2 1 _U 3A16Aup,=Aup'+-p7Au' +-pAu (A.16)

2 2

For a non-uniform flow that does not have large variations in the velocity profile, the
approximation WAu' 2 >> Au' 3 is valid. Furthermore, for one-dimensional shear flow,
p'=0. The expression in (A.15) becomes:

-{ UA up, = W pA (A. 17)
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Therefore, the non-uniformity metric at any plane represents the potential for stagnation
pressure losses if the flow at that axial location was allowed to mix to a uniform state in a
constant area duct. The assumptions include incompressible, one-dimensional flow,
which makes the use of the non-uniformity metric approximate.

Finally, the non-uniformity metric also represents the difference between the area-
averaged stagnation pressure and the stagnation pressure based on the average quantities
on an axial plane. The latter stagnation pressure is given as:

=p5+- 1W(A.18)
2

An area-average of the stagnation pressure p, is (since area-average of u' and p' are
zero):

And the difference between (A. 18) and (A. 19) also leads to the expression of the non-
uniformity metric:

-A _U,2 (A.20)
2

In summary, the non-uniformity metric calculated in (6.8) at any axial plane of interest
represents a number of physical quantities: the blockage at that location, the potential for
stagnation pressure losses, and the difference in the area-averaged stagnation pressure
compared to the stagnation pressure compared from the average values of pressure and
velocity at that location. All three physical scenarios are an indication of the level of
non-uniformity at a specified location.

The analysis of the present section assumed that the flow non-uniformity was constant in
time. However, since the flow field at any axial location is unsteady, the non-uniformity
metric is adjusted by computing the perturbation velocity given in (6.7) with respect to
the time- and pitch-wise average of the velocity component. This makes the non-
uniformity metric an approximation, but nonetheless provides a suitable quantity when
comparing similar flow fields for the two configurations that were discussed in Section 6.
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Appendix B
Mixinp of Boundary Layers to a Uniform Flow State

In Section 6, two-dimensional calculations were conducted to study the effect of a change
in vortex trajectory on rotor performance. Two configurations under examination were
referred to as "far2D" and "close 2D." At the rotor trailing edge plane, the boundary layer
characteristic quantities are measured from expressions given in Equation (6.9)-(6.11) for
both configurations. The present discussion outlines the procedure to determine the
contribution of the boundary layers to the entropy rise from the rotor trailing edge plane
to far downstream, where the flow field is uniform.

S ;0

Figure B. 1: Schematic that represents the mixing of a swirling flow to a uniform flow
state.

To determine the entropy rise from the boundary layers alone, the first assumption is that
the core flow is uniform in the pitch-wise direction, as seen in Figure B. 1. Then the
conservation equations are applied from the rotor trailing edge plane to far downstream,
allowing the boundary layers to mix with the core flow to a uniform flow state. The
conservation equations include conservation of mass, linear and angular momentum, and
energy. A swirl angle is also measured at the rotor exit and included in the mixing
calculations to better represent the flow field. Other required quantities to define the
rotor exit state of are the time-averaged mass flow rate, as NWll as the mass- and time-
averaged pressure, and entropy flux. The temperature and density are found from the
constitutive relation for entropy.

A control volume is placed from the rotor exit to far downstream. The conservation
equations are:

mh= Pul(A - 9)cos a, = pu,,Acos a (B.l1)

pIA+ PU2 COS 2 a ,(A - -(5)= pA +p, 'U2Cos 2 a.0A (13.2)

2 (PU i

Pu, in , co a,(A -0 -5*) sin .,,cos-.A-B.3
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cpTMh+ Pull cosa, (A- )c + _ th (B.4)2 2

The ideal gas law is also used:

p = pRT (B.5)

The constitutive relation to calculate the entropy rise is:

IR y-1 , kP,,

From mass conservation in (B. 1), the uniform core velocity, u,, can be found since the
mass flow rate is measured, and all other quantities are known. The values at
downstream infinity can then be determined by solving Equation (B. I)-(B.5)
simultaneously, and the entropy rise calculated from Equation (B.6).

The entropy increase from the rotor leading edge to downstream infinity was independent
of the value of the entropy flux at the rotor leading edge. There was a slight dependence
of the entropy rise due to mixing on pressure. Varying the pressure at the rotor exit by
1.3% (which is the difference between the mass-averaged and area-averaged pressure)
caused the difference in entropy rise between the two configurations to change by 2.5%.
This difference in the entropy rise was not enough to change the conclusions derived
from the mixing calculation. The results of the mixing calculations are presented in Table
6.7.
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